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ABSTRACT1 
We compare four gesture sets for controlling a UAV in terms of cognitive load, intuitiveness, 
easiness, learnability, and memorability, by means of users’ subjective feedback. Additionally, we 
evaluate the level of cognitive load associated with each gesture set under study using dual-task 
performance measures (errors and response time) and time perception. Our participants used all 
four gesture sets under study in a Wizard of Oz based simulated environment. Results confirm our 
hypothesis that mixed mental model gesture sets perform worse than single mental model gesture 
sets in terms of all the considered attributes. However, we did not find a significant difference in 
cognitive load between the three classes of mental models identified in our previous work. 
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Single mental model vs. mixed mental model gesture 
vocabularies: If all gestures within a gesture set 
(vocabulary) are based on a single underlying mental 
model, we call the set a single mental model vocabulary, 
otherwise a mixed mental model vocabulary.  

 
 
 
 
 
 
 
 
 
 
Time perception: A relatively new measure in HCI, but 
according to pilot studies, promising to represent a reliable 
indicator of cognitive load [2, 3, 8]: It is based on the 
observation that when a person focuses on a task and is 
actively engaged in it, the time seems to pass faster than 
usual, while when being occupied with something easy 
(and perhaps even a bit boring), the time seems to pass 
slower. 

INTRODUCTION 
As sensing devices for HCI such as Kinect [9][22] and Leap Controller [12][23][26] have become 
affordable, a higher interest in the design of more natural and intuitive HCI has arisen, especially 
in Human-UAV Interaction [5][7][16][17][18][19][20][21]. We interact with machines using a wide 
spectrum of natural input modalities: gestures, speech, facial expressions, and gaze direction.  

One of the key questions addressed in recent interaction studies is the design of interaction 
vocabularies. A typical way to design a vocabulary for controlling a device is to conduct an 
elicitation study to collect user suggestions and then to follow the majority principle, taking into 
account the most frequently suggested items to define the final interaction vocabulary. However, 
we consider this method insufficient to approach an “optimum” interaction vocabulary. 

While several authors suggest to achieve interaction intuitiveness using different metaphors 
that evoke certain mental models of the system to interact with [4][5][14][15], Peshkova et al. 
have previously advocated the importance to restrict commands (vocabulary items) to those 
associated with a single mental model when aiming at intuitive interaction [18][20] and have 
grouped collected examples of such models into three classes – instrumented, imitative, and 
intelligent. The imitative class suggests that a device can imitate its operator’s movements. In the 
instrumented class, an operator interacts via an imaginary link, e.g., an invisible joystick. In the 
intelligent class, a UAV is associated with an intelligent living being that can understand and 
follow more abstract commands.  

The key difference between the three classes is the expectations they raise and the need for 
initial instruction. According to the authors’ hypothesis, the intelligent class has the lowest 
cognitive load because a user controls a system akin to everyday interactions, and thus no 
additional advice is necessary. For the other classes, a user needs a hint defining the interaction 
characteristics (e.g., “your hand represents a UAV”) – and must remember them, so the cognitive 
load is slightly higher, while the instrumented class requires some knowledge about the imaginary 
link that is used to control a UAV. Thus, in the latter case, cognitive load should be the highest. In 
our study, we investigate this hypothesis. For this purpose, we selected one gesture set from each 
class of mental models among user-defined gesture sets from a previous exploratory study [20]  
and decided to use the following measures to test the hypothesis: dual-task performance, 
participants’ subjective evaluation, and time perception.  

The second hypothesis put forward by Peshkova et al. is that a single mental model interaction 
vocabulary is in overall “better” compared to a mixed mental models interaction vocabulary. 
Therefore, we evaluated the two types of interaction vocabularies in terms of their respective 
intuitiveness, easiness, memorability, and learnability. We assessed these attributes through 
questionnaires. To create a mixed mental model gesture set, we intentionally mixed gestures from 
different mental models. 
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Figure 1. Moving directions, yaw, pitch, and roll axes 
 

 
Figure 2. Neutral position for Puppeteer 
 

GESTURE SETS 
Peshkova et al. [19] investigated spontaneous gestures that non-experienced users invent to steer a 
UAV using basic commands (Figure 1). In a first user study, they interviewed novice users to gather 
their suggestions for relevant gestures for UAV navigation. In a second study, they observed 
spontaneous behavior of another group of novice users who were controlling the flight of a real 
UAV using their own gestures. As an outcome, the authors came up with a collection of gesture 
sets, some of which are employed in this study.  

Later, Peshkova et al. [21] analyzed commonalities of the obtained gesture sets. As a result, 
three classes of mental models were identified: imitative, instrumented, and intelligent (see 
Introduction). For our study, we selected the Full Body mental model as a representative of the 
imitative class of mental models: A UAV imitates its operator’s full-body movements – if you step 
forward, the UAV flies forward etc. The instrumented model class is represented by the Puppeteer 
mental model: The user carries an imagined vehicle right ahead of her/him, “linked” with the 
user’s hands via two virtual strings, the real vehicle copies the actions of the imagined one (Figure 
2). In the intelligent class, a user interacts with a UAV supposing that it is intelligent enough to 
interpret the user’s “high-level” gestures. Following this idea, we asked our participants to invent 
their own “intelligent” gestures for basic navigation commands (in the following called MyG, short 
for “My Gestures”). The participants had complete freedom to use any relevant gestures under the 
condition that a human user controlling the UAV could interpret the invented gestures. 

Figure 3 shows the three predefined gesture sets. The last row of Figure 3 presents the gestures 
from the Mixed gesture set. This set consists of gestures from diverse mental models: Puppeteer (up 
and down); Full Body (forward and backward); Indication (rotation commands); and Airplane (left 
and right: based on the “airplane” mental model). Thus, Mixed represents a mixed mental models 
gesture set as opposed to Full Body and Puppeteer which are associated with a single model each. 

In our study, we investigated how the user’s cognitive load depends on the employed gesture 
sets. We checked whether we could find a difference (1) between the three classes of mental 
models and (2) between single mental model gesture sets and mixed mental models gesture sets. 

Based on the discussion provided earlier (see Introduction), we hypothesize that the lowest 
cognitive load is associated with intelligent mental models (MyG) and the highest with the 
instrumented mental models (Puppeteer). We expect gesture sets with gestures from imitative 
mental models (Full Body) to impose cognitive load higher than intelligent and lower than 
instrumented (H1). Our second hypothesis (H2) is that people experience higher cognitive load and 
lower intuitiveness, memorability, learnability, and easiness using mixed mental models gestures 
sets (Mixed) compared to single mental model gesture sets (Full Body and Puppeteer). 
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Figure 3. The three gesture sets investigated 
 
 

  
Figure 4 [20]. Overview of Route 1  
 

USER STUDY 
We simulated a UAV’s flight using a 3D computer simulation that consists of four pre-defined 
flight routes of equal difficulty [20]. The 22 participants’ (aged between 19 and 34 years; 6 female) 
task was to control the vehicle on these routes using different gesture sets. To fly along each route, 
the participants had to use the same ten navigation commands, but in changing order.  

Figure 4 offers an outline of the first route. There are eight checkpoints between the start (a) 
the end point (j). Providing the appropriate commands, the user crosses all checkpoints and 
reaches the destination (j) where the vehicle is supposed to land.  

In order to measure the participants’ baseline time perception, we recorded the time the 
participants felt to constitute one minute.  

After having watched a short video of one of the four routes, each participant performed the 
navigation task four times, first with set MyG and then once with each pre-defined gesture set 
(counterbalanced to prevent problems with sequence effects [11]): Full Body, Puppeteer, and Mixed. 

We collected users’ time perception and their subjective evaluation of cognitive load 
experienced when using different gesture sets. The participants also reflected their subjective 
evaluation of the used gesture sets in a questionnaire before proceeding with a new gesture set. 
They answered the questions in regard to cognitive load (7-point scale) and time perception (how 
long it took to finish the route in their opinion). During the entire experiment, the experimenter 
took notes about think aloud data. When the participants completed the tasks, we asked them to 
evaluate the four gesture sets in terms of their intuitiveness, easiness, and memorability. In the 
final questionnaire the participants also gave a description of the gestures and selected their 
favorite/least favorite gesture set(s). The participants were also asked to explain their choice. 

Before starting the navigation task with each of the pre-defined sets, the experimenter showed 
all the gestures one by one (Mixed) and also explained the underlying idea of the single mental 
model gesture sets (Full Body and Puppeteer). Moreover, the participants received an instruction 
sheet that showed all gestures (see Figure 3). The participants could take as long as they required 
to study the gestures before proceeding to the task execution. As we observed, participants spent 
no time studying the instruction sheets and started steering the UAV right after the explanation (a 
couple of participants took a few seconds to review gestures from set Mixed). For the duration of 
the task, the participant could not look into the list of gestures. 

During each navigation task, the experimenter asked participants five simple math questions 
(“3+2=?”, “2x4=?”, etc.), wrote down the participants’ answers, recorded time delays (when the 
response time was more than 5 seconds) and wrong answers, and took notes about think-aloud 
data. These math questions represented the second task that our participants had to perform 
simultaneously with the main navigation task. The information regarding time delays and wrong 
answers is intended to reflect the participants’ cognitive load. 

A video recording explaining the study can be found on YouTube [29]. 
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Gesture 
set  Min. Med. Mean Max. S.D. 

MyG -68.5 43.48  62.24 255.88  83.31  

Full Body -99.31 29.86  24.06 166.59  58.79  

Puppeteer -62.66 21.33  26.73  128.27  56.15  

Mixed -64.19 22.13  24.74  146.29  58.34  
 
Table 1. Descriptive statistics of the error of time 
perception: Estimated Time – Actual Time 
 

 
Figure 5. Densities of time deviations 
 

 
Figure 6. Delays and wrong answers 
 

RESULTS 
Cognitive load 
To evaluate the level of cognitive load, we used time perception, dual-task performance, and 
participants’ subjective evaluation [1][2][4][8][10][24][26][28]. We also assessed intuitiveness, 
easiness, memorability, and learnability of the considered gesture sets through questionnaires. 

Time perception: After performing the navigation task with each gesture set, our participants 
guessed the time spent to complete the task. Block & Gellersen explored the influence of cognitive 
load on the perception of time [2]. It has been found that an increase of cognitive load leads to a 
decrease in time perception [1]. Hart [8] and Zakay & Shub [28] discovered that participants 
usually underestimated time intervals when the task load was higher [1]. The descriptive statistics 
for the error in time perception for each gesture set is presented in Table 1. From Figure 5 we can 
see that some participants notably overestimated the time spent with MyG. We conducted 
Friedman’s test [13] and found that the main effect of gesture set tended to be significant: 𝜒2(3) = 
7.25, p = 0.06. Overall, we observed an overestimation of time (Table 1). The participants perceived 
the time spent with MyG longer than with other gesture sets. The number of participants who 
underestimated the time was: 5 (MyG), 7 (Full Body), 8 (Puppeteer and Mixed). That supports 
(though not significantly) our hypothesis that the cognitive load associated with intelligent gesture 
set (MyG) was the lowest, with imitative (Full Body) slightly higher, and the highest with 
instrumented (Puppeteer). 

Dual-Task: We counted how many delays and wrong answers to math questions the 
participants made while steering the UAV. Figure 6 shows the obtained results. We did not find 
significant differences between the four gesture sets (Friedman’s test: 𝜒2(3) = 1.46, p = 0.69). 

Subjective Evaluation: Figure 7 shows the results of the subjective evaluation of cognitive load 
experienced using 7-point scale (1 – very low, 7 – very high). The most frequent evaluation (mode) 
for MyG was 3, perhaps because of the fact that it was always the first set. Full Body and Puppeteer 
were most frequently evaluated as 1 and 2, respectively. The most frequent evaluation for the 
Mixed gesture set was 4, implying that this set was perceived the most complicated. However, the 
difference between the four sets was not significant (Friedman’s test: 𝜒2(3) = 4.38, p = 0.22). 

Learnability  
At the end of the experiment, we asked the participants to write down a description of each 
gesture set for the next participant who would not see the actual gestures, but control the flight 
using the written description. They should either describe each gesture individually or describe the 
idea behind each set if they consider it sufficient to complete the navigation task. As shown in 
Figure 8, 5 and 11 participants decided that it is enough to give a hint (the “main idea”) to describe 
Full Body and Puppeteer set, respectively. The majority of participants gave a full description for 
MyG, perhaps because they had not enough time, or they did not recognize an idea behind their 
own gestures. As expected, all participants gave a full description for Mixed.  
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Figure 7. Subjective evaluation of cognitive load 
 

 
Figure 8. Description of gesture sets 
 

 
Figure 9. Favorite gesture set 
 

 
Figure 10. Least-liked gesture set 

Priorities 
After completion of all tasks, we asked the participants to choose their favorite and least-liked 
gesture sets (multiple answers allowed). Participants also ordered the four gesture sets based on 
their intuitiveness, easiness, and memorability. We analyzed the differences between the 
subjective evaluations with Friedman’s test. A pairwise Wilcоxon tеst with Bоnfеrroni cоrrection 
was used for the pоst-hoc аnаlysis. Puppeteer was favorite of most of the participants while Mixed 
was disliked most (Figure 9, Figure 10). 5 participants mentioned that they got the best impression 
from their own gestures and Full Body. 12 participants scored Mixed as least-liked. A significantly 
greater number of participants found the single mental model gesture sets (Full Body and 
Puppeteer) more intuitive compared to the mixed mental models gesture set (Mixed):	 𝜒2(3) = 12.90, 
p = 0.005; post-hoc for Mixed with Full Body and Mixed with Puppeteer: p = 0.007, p = 0.058, 
respectively. Mixed was evaluated significantly more complicated than the other gesture sets: 
𝜒2(3) = 17.12, p = 0.0007; post-hoc (MyG): p = 0.008; post-hoc (Full Body): p = 0.0002; post-hoc 
(Puppeteer): p = 0.0042. Mixed was also evaluated significantly less memorable than the other 
gesture sets: 𝜒2(3) = 17.08, p 0.00068; post-hoc (MyG): p = 0.02; post-hoc (Full Body): p = 0.001; post-
hoc (Puppeteer): p = 0.003. 

DISCUSSION 
We did not find significant differences between gesture sets in terms of cognitive load. However, 
we did observe some notable differences between the four gesture sets. Specifically, based on our 
time perception measures, we noticed that set MyG was associated with the lowest cognitive load 
indicator among the four sets under study. MyG represents the intelligent class of mental models: 
consisting of gestures borrowed from human-to-human interaction. Though the participants had 
complete freedom to suggest gestures, we did not find much variety among their behavior. 
Basically, their gestures could be described via a single sentence: “Use your hand to indicate the 
direction to fly or rotate.” Thus, the participants tended to follow a single idea and their gestures 
actually adhere to a single mental model – which constitutes another interesting finding.  

Overall, Mixed received the worst evaluation compared to the other three sets, thus supporting 
hypothesis H2 and previous research [20]. As a result, this set was selected by the majority of par-
ticipants as the least-liked one. Considering that we intentionally selected gestures from different 
mental models for this gesture set, the obtained result is not really surprising, but it does stress the 
importance of adhering to a single mental model when designing a gesture-based vocabulary. 

Though the obtained results do not formally support our first hypothesis (H1, cognitive load 
grows from intelligent over imitative to instrumented gesture sets: MyG < Full Body < Puppeteer), we 
did observe some tendency in favor of this hypothesis. Thus, it seems promising to us to further 
investigate cognitive load associated with different classes of mental models using more precise 
measures, such as pupil dilation, and to consider a couple of representatives from each class of 
mental models for a more comprehensive comparison. However, as shown by E et al., due to 
cultural differences, in any case, we cannot expect a single “one size fits all” solution [7].  
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